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Intro

• Philippe Langlois

– Founder of Qualys, Worldnet, TSTF, 
WaveSecurity, Non-Linear Group, Immunap, 
P1 Security

• Entrepreneur, Security, Networking

– Since 1987 in security

– Since 1993 starting companies

• Niche products, Blue ocean strategy





HLR Crash?



HLR Crashes impact
• O2 (UK)

– Network Downtime for 1 day, instability for 2 days

• Orange (FR)

– Network Downtime for nearly 1 day this summer (2012)

• And these were not even due to attacks

• Most often

– New equipment or feature deployed in network

– Protocol incompatibilities causes software instability



HLR Crash Symptoms

• “When receiving traffic, all cluster nodes 
started to become unresponsive, one after 
another, eventually knocking off all 12 cluster 
nodes”

• Solaris Cluster nodes

– 128 Gb RAM

– High end SUN server

– SAN connected

• Running full load balanced, distributed HLR 
software





Explicit Lyrics^W Logs



HLR crash
• Investigated a few HLR crashes for Operators

– When there was dispute with vendor

– Vendor always try to keep it private with Operators

• Some Vendors billed Operators when HLR was not 
under maintenance contract anymore

– Over 500,000 USD

– “Typical in Telecom industry”

• We decided to investigate further into existing HLR 
software and crashes



Malformed SCCP traffic



Simple SCCP “append fuzz”



Vendor claims “Bug has been fixed”

• Right…

• Simple SS7 equivalent (over SCCP) of 

– “cat /dev/random | nc 
target.signaling.operator.com 80”

– Result: 2 crashes

• Evolved fuzzer

– Supports SS7 TCAP protocol: 7 more crashes

– S upports SS7 MAP protocol: 19 more crashes

• Vendor discussion



One particular vendor discussion

• Feels like talking to a big OS vendor in the 1990s

1. “Who are you?”

2. “Do you have a license for our product?”

3. “What is fuzzing?”

4. “Who authorized you to perform such fuzz testing?”

5. “Send me the content of your harddrive, sources and emails”

6. “We have already fuzzed our product using XYZ commercial fuzzer, 
you must be mistaken in your result”

7. “We cannot reproduce”

•. Silently fixes, push upgrades only to the reporting customer

• All this cost them nothing



“Production ^ Debug” HLR Crash

• Mutually exclusive

– Run production

– Be able to debug problems and crashes

• Origin of the crash

– Debug possible, Core dump enabled

– HLR process crashes

– Nearly 100 Gb of process to dump to disk

– Average time = 2mn

• Attack rate =  cluster size * 60 / crash time

   = 12*60/2 = 360 packets/hour = 6 
packets/minutes



exposure



HLR Attack surface
• Legacy protocols (SCCP, TCAP, MAP)

• Diameter

• Billing interfaces

• Provisioning

• OAM

• Reporting interfaces

• Business, Datawarehousing, Marketing, 
Analytics

• Legal, Regulatory and Law Enforcement



Impact of the legacy sandwich

Legacy TDM IP-centric / SIGTRAN
80% of networks

LTE
15% of networks

MTP1 Gigabit Ethernet Gigabit Ethernet

MTP2 ARP ARP

MTP3 IP IP

SCCP MPLS MPLS

TCAP BGP BGP

MAP IP IP

SCTP SCTP

M3UA Diameter

SCCP MAP

TCAP

MAP



Reachability

• IP reachability

– Extremely limited

– Local to VLAN only

– Segmented Signaling plane

• SCCP reachability

– Worldwide

– LDC operators are routinely compromised

– Average time to intrusion in pentest: 2 weeks



IP Reachability? No way!
One image is stronger than 10,000 pwns







Other systems



Ericsson STP

• Ericsson STP / SGW equipment 

• Denial of Service (DoS) when it receives M3UA 
traffic with out of bound Signaling Point Code

• Simple integer overflow

• MTP3 -> 14 bits

• M3UA -> 32 bits

• Same code: block C7DR2 (20 year old) and 
TPLAT

• Downtime :(



Fun with forensics

• ALOGFIND

• Crash?

C:\>alogfind -a 0002 -b 0400 -e 20121020 -g 20121022 -t alp

PrcUnhandledExceptionFilter :  UNHANDLED EXCEPTION!!! (In alogfind) 



Ericsson MSC R14

• Old interface and new interface



Industry status



Root causes of technical crashes

21%

37%6%

16%

20%

Crashes

Logic errors Decoding errors Buffer overflows
Format strings Injections



Occurrence in the wild
• We see many NMS traces of crashes

• During pentest

– Always a core on Unix-based Network Elements

– Always log traces of crashes

– Even specific directories filled with crashes traces, core 
files, HD dumps of crashed machines etc…

• Some information leaks sometime about network 
element crashes

• It hit the news only when it’s network wide crash



Occurrence in the news

• Rarely explained

– Only if it is witnessed by all the subscribers

• Very cautious about admitting it in 
public 

• Consequences

– Loss of image

– Governmental enquiries







Denial
• “The crash that you’ve shown is not a vulnerability because 

the network-wide crashes we suffered in our GSM and 3G 
network were caused by malformed traffic from a 
misconfigured equipment, not from an attacker”

• Spot the logic mistake here?

– If the crash was not caused by attackers, then it’s not a 
vulnerability

– Ouch!

• That implies that vulnerabilities exist only if exploited?

– Vulnerability ≠ Risk ≠ Threat



Fake security feeling

• Crashes only

• No tracing of origin

• No proof of hacking

• When proof, cover up

• When exposed, say it’s an internal 
problem only



Bias in analysis of equipment 
vulnerability

• Accessibility of crashes based 
on OS

• High availability mated pairs 
and clusters “Shield” 
identification of crashes

• Silent crash and restart

– No reporting in NMS

– No accessible crash files

• Vendor-only notifications

Equipment types

Monolithic
Commercial 
OS
Open 
source OS



Fuzzing coverage and illusions
• “We have already fuzzed our product using XYZ commercial fuzzer, 

you must be mistaken in your result”

• Fuzzer coverage

– Need to reach higher protocols for more complex code path

• Commercial and generic fuzzers don’t go that far



About telecom software & 
equipment vulnerabilities

• Good

– Built for redudant, high availability

• Bad

– In a nice-people only network

– Without thinking about attackers

– Thinking only about fraud, not denial of service

– Fuzzing with IP fuzzer

– Not fuzzing higher-level protocols



Threat environment



An example of Real vs. Fake in 
Telecom products



HLR signalling compromise

Operat
or

South East Asia MNO

Date 2011

Event

HLR compromised and 
eavesdropped, active 
customers record were 
stolen.
HLR database, Ki, 
information leaked. 
Appeared on underground 
forums to be sold by 
chunk of 1,000 and 
10,000.



Why the resistance?



Feeling like the 1980s

• Slow vendor response

• Customer (Operators) don’t get the 
vulnerability information

• Security through obscurity even still publicly 
acknowledged

• Patching boxes make them unsupported

• Lack of SDLC

• Only less than 10 actors (vendor and operator 
combined) are up to date in term of security



Filtering on SS7

• Also known as filtering

• Filtering on SSN nearly inexistant

– Less than 5 operators are accurate in term 
of filtering

• No filtering on addresses

– Impossible by protocol specification

• Indian Mobile Network Operator CTO

– “Screening?”



Why is it not fixed?

• Was a lack of tools to show the problems

• Resistance in Operators

• Resistance in Vendors

• Resistance in Industry Association

• Lack of access to researchers (Network, 
equipment)

• Difficult trust in smaller vendor (big 5 only)

• Lack of support of government, national 
security projects



Resistance of Operators

• Loss of image

• Email vs. SMS trust factor

• Public acceptance

• Inquiry of regulators

• India example

• Running Nessus on Telecom network is 
not Telecom Security

• Lack of knowledge due to Vendors



Resistance of Vendors

• “Our turf only”

• IPR is their job security

• Outsourcing & TIO

• Even getting documentation is difficult 
for customers

• Know they are not doing SDLC right

• Know many existing tools are 
legacy-level



Resistance of Industry Associations

• Tech focus or Legal focus

– Look at the leader of some security groups

• Protect the image

• Barrier to entry for new tech

• Protection of the main vendors

• “Inbreeding” feeling

• “Ownership” of the security groups by 
vendors



It is changing



How to improve? - Strategic

• National, government-led telecom monitoring 
TSIRT

• Operator TSOCs

• Telecom Vulnerability information feed (VKB)

• Telecom Specific Equipment certification 
(TCERT TCNE1)

• Adhere to TCERT (Operator, Gov, Researcher)

• Periodic perimeter scanning



How to improve?

• External pentesting (SS7, IMS, LTE)

• Recognize the perimeter

• Open up industry association

• Use specific fuzzer

• Arrival of Open Source

• Pressure of Internet-based traffic

• Specific initiatives (TCERT)



Conclusion

• Improvement in progress

– Research, TCERT, Scans, Awareness

• Vendors lagging

– Even preventing security

• Few operators are current on security

– Most react to crashes only



Questions?



Thanks (We’re HIRING! :)
Philippe.Langlois@p1sec.com
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